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Abstract
A quantum chemical approach for the modeling of inelastic electron tunneling spectroscopy of
molecular junctions based on scattering theory is presented. Within a harmonic approximation,
the proposed method allows us to calculate the electron–vibration coupling strength
analytically, which makes it applicable to many different systems. The calculated inelastic
electron transport spectra are often in very good agreement with their experimental
counterparts, allowing the revelation of detailed information about molecular conformations
inside the junction, molecule–metal contact structures, and intermolecular interaction that is
largely inaccessible experimentally.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

The possibility of using single molecules to build electronic
devices has attracted much attention in recent decades [1–12].
Many exciting developments have been made in the field in
terms of technological advances and in-depth understanding of
electron transport in molecules. However, one of the major
bottlenecks in the field of molecular electronics is the lack
of precise control of the molecule and metal contact, which
sometimes even makes it difficult to prove the actual existence
of real molecules in a junction. In this context, the development
of inelastic electron tunneling spectroscopy (IETS) has been
particularly useful. Inelastic electron tunneling (IET) is
induced by the coupling of electron and nuclear motions in
molecules. It is thus sensitive to molecular conformation,
molecule–electrode bonding, and the environment. Moreover,
the IET process is also strongly associated with molecular
energetics, molecular dynamics, charge transfer, and chemical
reactions. A good understanding of IET is of great importance
for both fundamental physics and technical applications. IETS
was developed in the 1960s to study the vibrational spectra of
organic molecules buried inside metal–oxide–metal junctions.
It has only recently become possible to apply it to single
molecular junctions [13, 14], and been the subject of extensive
experimental [13–24] and theoretical [25–38] studies.

1 Author to whom any correspondence should be addressed.

We have developed a quantum chemical approach
based on scattering theory that allows us to calculate the
IETS of molecular junctions analytically within a harmonic
approximation [31, 32]. Here, we will extend our approach
to include the effect of thermal populations and to provide
spatial distribution of vibration modes observed in IETS. We
will demonstrate how the theoretical simulations can help
to identify molecules, to determine molecular conformations
and molecule–metal bonding, and to reveal intermolecular
interactions in molecular junctions.

2. General theory

2.1. Molecular junctions

A typical molecular junction constitutes a molecule (M)
sandwiched between two electron reservoirs, the source (S) and
the drain (D), as schematically shown in figure 1(a). In most
cases, reservoirs are made of metal contacts and the molecules
could be either physically adsorbed or chemically bonded to
the metal surface. It is difficult to consider the whole metal
electrode in the quantum chemical simulations. But in reality,
only an ‘extended molecule’ that covers the entire scattering
region is needed for theoretical investigations. The size of the
metal clusters making up the extended molecule is of course
a matter that deserves to be extensively discussed. However,
in the case of IETS, the most useful information comes from
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Figure 1. (a) Schematic drawing of a molecular junction.
(b) Electronic structure of the extended molecule with respect to the
Fermi distribution of the electrodes.

the molecular parts. Relatively small metal clusters could be
used which can simplify the calculations significantly. In our
simulations, we often use a cluster of three gold atoms, not as a
matter of principle but because of limitations of computational
capacity. The electronic structure of the extended molecule can
be calculated with density functional theory, while the rest of
the electrode is described by the effect mass approximation. A
schematic energy diagram of the source–extended molecule–
drain system is given in figure 1(b), to elucidate the basic
physics of the electron transport process.

Under an external bias, Fermi energy in the source is
shifted up or down with respect to that of the drain. Due
to different Fermi populations, free electrons in the source
reservoir inject to the extended molecule, tunnel to the drain
electrode, and form an electron current. The whole process is
dominated by electrons scattering through different scattering
channels, which are the molecular orbitals in the extended
molecule. The primary part of the current comes from the
electron elastic tunneling process and is free from the electron–
phonon coupling effect. On the other hand, if the injected
electron has energy coupled with a certain vibrational mode,
the tunneling process can be strongly affected by the nuclear
motion. In that case, IET occurs and induces normally small
changes to the primary current–voltage (I –V ) characteristics.

2.2. Elastic electron transport

There are many different approaches available in the
literature [3, 4]. Most of them are based on solid
state physics, which follow naturally from its success
in semiconductors [8–11]. A bottom-up approach is
also developed using quantum chemical methods that are
particularly useful for electronic structures of molecular
systems. The Green’s function formulation developed
by Mujica et al [12] is a good starting point for the
quantum chemical based methods. Along this line, several
attempts [39–41] have been made to study the transmission
probability of molecular junctions. We have also developed a
simple yet versatile quantum chemical method for simulations
of electron tunneling in molecular junctions which will be
briefly described here.

The Born–Oppenheimer (BO) approximation, as well
as the one-particle approximation, has been adopted in
the model. For a typical molecular junction shown in
figure 1(a), the corresponding one-particle Hamiltonian, H ,

can be represented in a matrix format as

H =
( H SS U SM U SD

U MS H MM U MD

U DS U DM H DD

)
(1)

where H SS,DD,MM are the Hamiltonians of subsystems S, D
and M, respectively. U is the interaction between or among
subsystems. Using the same principle, the eigenstate �η at
energy level εη can be partitioned into three parts:

|�η〉 = |�η,S〉 + |�η,M〉 + |�η,D〉
|�η,S〉 =

∑
aη,S

i |φS
i 〉

=
JN∑
J

(∑
i

aη,J
i |φ J

i 〉
)

=
JN∑
J

|J η〉

|�η,M〉 =
∑

aη,M
i |φM

i 〉

=
K N∑
K

(∑
i

aη,K
i |φK

i 〉
)

=
K N∑
K

|K η〉

|�η,D〉 =
∑

aη,D
i |φD

i 〉

=
L N∑
L

(∑
i

aη,L
i |φL

i 〉
)

=
L N∑
L

|Lη〉

(2)

where �S,D,M and φ
S,D,M
i are the wavefunction and basis

function of subsystems S, D and M, respectively. Here J , K
and L runs over the atomic sites in the extended molecule.

The interaction at energy level εη can be written as

Uη =
∑
J,K

VJ K |J η〉〈K η| +
∑
K ,J

VK J |K η〉〈J η|

+
∑
K ′,L

VK ′L |K ′η〉〈Lη| +
∑
L ,K ′

VL K ′ |Lη〉〈K ′η|

+
∑
J ′,J

VJ ′ J |J ′η〉〈J η| +
∑
L ,L ′

VL L ′ |Lη〉〈L ′η|

+
∑
J,L

VJ L |J η〉〈Lη| +
∑
L ,J

VL J |Lη〉〈J η| (3)

where VAB represents the coupling energy between sites A and
B , which can be calculated analytically with quantum chemical
methods using the following expression:

VAB =
OCC∑

ν

〈Aν |H |Bν〉 =
OCC∑

ν

∑
Ai ,Bi

aν
Ai

aν
Bi

〈φAi |H |φBi〉 (4)

where 〈φAi |H |φBi 〉 = FAi ,Bi is the interaction energy between
two atomic basis functions.

Based on the elastic-scattering Green’s function theory,
the transition operator is defined as

T = U + U GU (5)

where G is the Green’s function: G(z) = (z − H )−1.
For an electron scattering from the initial sites

∑ |J ′〉 of
reservoirs S to the final sites

∑ |L ′〉 of reservoirs D (where
J ′ and L ′ run over the atomic site of the source and the
drain electrode, respectively), the transition probability is the
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Figure 2. Schematic drawing of electron–vibration coupling in a
molecular junction.

summation of transition matrix elements through all the energy
levels and reservoir sites:

T =
⏐⏐⏐⏐⏐
∑

η

∑
J ′,L ′

T η

J ′L ′

⏐⏐⏐⏐⏐
2

(6)

in which the transition matrix element is

T η

J ′L ′ = 〈J ′|U |L ′〉 + 〈J ′|U GU |L ′〉. (7)

Thus, substituting U η of equation (3) into equation (7)
and taking into account the fact that there is no direct coupling
between two reservoirs, we obtained

T η

J ′L ′ =
∑
K ,K ′

VJ ′K ′ 〈K ′η| 1

z − H
|K η〉VK L ′ (8)

where the parameter z in the Green’s function is a complex
variable, z = Ei + i�i , and Ei is the energy at which the
scattering process is observed. Due to the energy conservation
rule, the incoming and outgoing electrons should have the same
energy, i.e. belong to the same orbital. In an elastic-scattering
process, Ei equals the energy of the tunneling electron when
it enters the scattering region from the reservoir S, as well as
the energy at which the electron is collected at time +∞ by the
reservoir D. 1/�i is the escape rate, which is determined by
the Fermi golden rule [42].

2.3. Inelastic electron transport

In the electron tunneling process, if the electron crossing the
junction is able to exchange a definite amount of energy with
the molecular nuclear motion, an inelastic component will
contribute to the electron current. In figure 2, one can see that
the molecular orbitals are coupled to the vibrational normal
modes, which then serve as individual scattering channels for
the IET process. In other words, one should be able to observe
vibration modes of the molecular systems in conductivity
measurements.

In the adiabatic Born–Oppenheimer approximation, the
electronic Hamiltonian of a molecular system can be
considered parametrically as a function of vibrational normal
modes Q. The Schrödinger equation could be written as

H (Q, e)|�η(Q, e)〉|�ν(Q)〉
=
(

εη +
∑

a

nν
ah̄ωa

)
|�η(Q, e)〉|�ν(Q)〉 (9)

where H (Q, e) is the electronic and the vibrational
Hamiltonian, εη represents the energy of eigenstate η of the
pure electronic Hamiltonian, ωa is the vibrational frequency of
vibrational normal modes Qa and nν

a is the quantum number
for the mode Qa in |�ν(Q)〉.

By using a Taylor expansion, the nuclear motion
dependent wavefunction can be expanded along each
vibrational normal mode. With the help of adiabatic
harmonic approximation, we can then use the first derivative
like ∂�(Q)

∂ Qa
to represent the vibrational motion part in the

wavefunctions [25]. Therefore, the vibration dependent
wavefunction of an eigenstate εη becomes

|�η(Q, e)〉|�ν(Q)〉

=
∣∣∣∣∣�η

0|Q=0 +
∑

a

∂�
η

0

∂ Qa
Qa|Q=0 + · · ·

〉
|�ν(Q)〉 (10)

where |�ν(Q)〉 is the vibration wavefunction. �
η

0 is here the
intrinsic electronic wavefunction at the equilibrium position,
Q0.

Since electrodes in a molecular junction are always
composed of large numbers of metal atoms, the vibronic
information of electrodes smears out in the free-electron
atmosphere. Thus, it is normally assumed that the electron–
vibronic coupling is important only for the extended molecule
part [43]. The site representation of the vibration dependent
wavefunction for the source, extended molecule, and drain is

|�η(Q, e)〉|�ν(Q)〉 = (|�η,S(Q, e)〉 + |�η,M(Q, e)〉
+ |�η,D(Q, e)〉)|�ν(Q)〉

|�η,S(Q, e)〉|�ν(Q)〉 =
JN∑
J

|J η(Q, e)〉|�ν(Q)〉

=
JN∑
J

|J η

0|Q=0〉|�ν(Q)〉

|�η,M(Q, e)〉|�ν(Q)〉 =
K N∑
K

|K η(Q, e)〉|�ν(Q)〉

=
K N∑
K

∣∣∣∣K η

0|Q=0 +
∑

a

∂K η

0

∂ Qa
Qa|Q=0 + · · ·

〉
|�ν(Q)〉

|�η,D(Q, e)〉|�ν(Q)〉 =
L N∑
L

|Lη(Q, e)〉|�ν(Q)〉

=
L N∑
L

|Lη

0|Q=0〉|�ν(Q)〉.

(11)

With the newly defined vibronic dependent Hamiltonian
and wavefunction we can rewrite the transition matrix
element as given in equation (8) by using vibronic dependent
wavefunctions.

T η

J ′L ′(Q) =
∑
K ,K ′

∑
ν′ν

VJ ′K ′(Q)|Q=0〈�ν′
(Q)|〈K ′η(Q, e)|

× 1

z − H (Q, e)
|K η(Q, e)〉|�ν(Q)〉VK L ′(Q)|Q=0

=
∑
K ,K ′

VJ ′ K ′(Q)|Q=0VK L ′(Q)|Q=0
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×
∑

ν′,ν,ν′′
〈�ν′

(Q)|〈K ′η(Q, e)| 1

zη − H (Q, e)
|�η,ν′′

(Q)〉

× 〈�η,ν′′
(Q)|K η(Q, e)〉|�ν(Q)〉

=
∑
K ,K ′

VJ ′ K ′(Q)|Q=0VK L ′(Q)|Q=0

∑
ν′,ν,ν′′

gη,ν′,ν,ν′′
K K ′ . (12)

Applying the vibrational normal mode theory, we have

gη,ν′,ν,ν′′
K K ′ = 〈�ν′

(Q)|〈K ′η(Q, e)| 1

zη − H (Q, e)
|�η,ν′′

(Q)〉

× 〈�η,ν′′
(Q) | K η(Q, e)〉|�ν(Q)〉

= {〈�ν′
(Q)|〈K ′η(Q, e) | �η(Q, e)〉|�ν′′

(Q)〉
× 〈�ν′′

(Q)|〈�η(Q, e) | K η(Q, e)〉|�ν(Q)〉}
×
{

zη − εη −
∑

a

nν′′
a h̄ωa

}−1

. (13)

Therefore, with Taylor expansion, gη,ν′,ν,ν′′
K ′K can be

computed through

gη,ν′,ν,ν′′
K ′K = 1

zη − εη −∑
a nν′′

a h̄ωa

[〈
K ′η

0

∣∣∣∣∑
a

∂�
η

0

∂ Qa
Qν′ν′′

a

〉

+
〈∑

a

∂K ′η
0

∂ Qa
Qν′ν′′

a

∣∣∣∣�η

0

〉][〈
K η

0

∣∣∣∣∑
a

∂�
η

0

∂ Qa
Qν′′ν

a

〉

+
〈∑

a

∂K η

0

∂ Qa
Qν′′ν

a

∣∣∣∣�η

0

〉]
. (14)

Since most of the IET signals are measured at low
temperature, we can assume that only the ground vibrational
state is populated. With harmonic approximation, we have

Qν′ν′′
a = 〈ν ′|Qa|ν ′′〉 = 〈0|Qa|1〉 =

√
h̄

2ωa
. (15)

And the total transmission becomes

∑
ν′,ν,ν′′

gη,ν′,ν,ν′′
K ′K =

∑
a

1

zη − εη − h̄ωa
×
√

h̄

2ωa

[〈
K ′η

0

∣∣∣∣∂�
η

0

∂ Qa

〉

+
〈
∂K ′η

0

∂ Qa

∣∣∣∣�η

0

〉][〈
K η

0

∣∣∣∣∂�
η

0

∂ Qa

〉
+
〈
∂K η

0

∂ Qa

∣∣∣∣�η

0

〉]
. (16)

The inclusion of nuclear motion introduces vibrational
excited states in the electronic ground state potential. These
vibrational excited states are the ones that contribute to
the inelastic terms in the case of off-resonant excitation.
Meanwhile, the electron can also tunnel through the molecular
orbitals, resulting in the elastic term in the total current.

2.4. Thermal population

At low temperature, only the ground vibrational state is
populated. This assumption works very well for molecular
systems since their vibrational frequencies are considerably
large. However, in the case of molecular junctions the coupling
modes between the molecule and the electrodes can have very
small vibrational frequencies, which make it possible for them
to be populated even at quite low energy. The effect of thermal
population on IETS should thus be examined.

Starting from equation (14) in the previous section, we
rewrite the equation (15) for the vibronic operator:

Qν′ν′′
a = 〈ν ′|Qa|ν ′′〉

=
√

h̄

2ωa

(√
nν′

a + 1〈nν′
a + 1 | nν′′

a 〉

+
√

nν′
a 〈nν′

a − 1 | nν′′
a 〉
)

. (17)

With the harmonic approximation, transitions between |ν〉
to |ν ± 1〉 are possible. For a function linearly depending on
Qν′ν′′

a , we have

∑
ν′

f [Qν′ν′′
a ] = f

[√
h̄

2ωa

(√
nν′′

a 〈nν′′
a − 1 | nν′′

a − 1〉

+
√

nν′′
a + 1〈nν′′

a | nν′′
a 〉
)]

= f

[√
h̄

2ωa

(√
nν′′

a Pnν′′
a −1 +

√
nν′′

a + 1Pnν′′
a

〉
)]

= f [Rν′′
a ] (18)

where Pnν′′
a

is the thermal population of state |nν′′
a 〉, and

can be approximated to be the Boltzmann distribution as
e−[
E/kB T ], in which 
E is the energy difference between
the eigenenergies of states 0 and |nν′′

a 〉, kB is the Boltzmann
constant; T is the temperature. Equation (16) can thus be
rewritten as∑
ν′,ν,ν′′

gη,ν′ ,ν,ν′′
K ′K =

∑
ν′′

1

zη − εη −∑
a nν′′

a h̄ωa

×
[〈

K ′η
0

∣∣∣∣∑
a

∂�
η

0

∂ Qa
Rν′′

a

〉
+
〈∑

a

∂K ′η
0

∂ Qa
Rν′′

a

∣∣∣∣�η

0

〉]

×
[〈

K η

0

∣∣∣∣∑
a

∂�
η

0

∂ Qa
Rν′′

a

〉
+
〈∑

a

∂K η

0

∂ Qa
Rν′′

a

∣∣∣∣�η

0

〉]
. (19)

Because of the exponential decay of the Boltzmann
distribution, vibrational states with high frequencies and high
quantum numbers will make negligible contributions to the
IETS, which simplifies the calculations.

2.5. Electron current

Based on the Landauer formula [44], electron current through
a molecular wire can be computed by integrating the transition
probability over all energy states in the reservoir. The molecule
is assumed to be aligned along the z direction in figure 1,
which is also the direction of current flow. Within the effective
mass approximation, energy states in the conduction band
of the reservoir can be expressed as the summation, E =
Ex,y + Ez + Ec, where Ec is the conduction band edge and
is used as energy reference. It is assumed that the parabolic
dispersion relation for the energy states in metal holds. The
electrons in the reservoir are assumed to be all in equilibrium at
a temperature T and Fermi level Ef. When an applied voltage

4
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V is introduced, the tunneling current density from source (S)
to drain (D) is [12, 42, 45, 46]

iSD = 2πe

h̄

∑
Ex,y

∑
El

z ,El′
z

[ f (Ex,y + El
z − eV ) − f (Ex,y + El′

z )]

× Tl′lδ(El′
z − El

z) (20)

where f (E) is the Fermi distribution function,

f (E) = 1

e[(E−Ef)/kB T ] + 1
.

Here kB is the Boltzmann constant, T is the temperature
and Tl′l is the transition probability describing the scattering
process from the initial state |l〉 to the final state |l ′〉; this
transition probability is a function of the quantized injection
energies along the z-axis, El

z and El′
z .

For one-dimensional electron systems, the current through
a molecular junction can be computed by the relationship:
I 1D = i 1D. The current for a two-dimensional electron system
follows I 2D = r2si 2D, where r2s is the effective injection length
of the transmitting electron and is determined by the density
of electrons N2D ≈ 1/(πr 2

2D), which itself can be calculated
as N2D = (4πm∗Ef)/h2. For a three-dimensional system,
the total conduction current is I3D = Ai3D, where A is the
effective injection area of the transmitting electron from the
metal electrode, determined by the density of electronic states
of the bulk metal. We have assumed that the effective injection
area A ≈ πr 2

3s, where r3s is defined as the radius of a sphere
whose volume is equal to the volume per conduction electron,
r3s = (3/4π N3D)1/3. N3D = (2m∗ Ef)

3/2/(3h̄3π2) is here the
density of electronic states of the bulk metal. By introducing
the effective injection area, we have removed the complications
related to the calculations of the self-energy [42]. The
conductance g is obtained by

g = ∂ I

∂V
. (21)

The total current in molecular devices can be decomposed
into two parts

I = Iel + Iinel (22)

where Iel and Iinel are respectively the elastic and inelastic
contributions to the electron tunneling current. Typically,
only a fraction of tunneling electrons are involved in the
IET process. The small conductance change induced by
the electron–vibronic coupling is commonly measured by the
second harmonics of a phase-sensitive detector for the second
derivative of the tunneling current

d2 I/dV 2

or the part normalized by the differential conductance

(d2 I/dV 2)/(dI/dV ).

2.6. Computational scheme

Our theoretical approach has been implemented into a portable
program, called QCME (quantum chemistry for molecular
electronics) [47]. The package can be easily applied to systems
of different size. And it can be interfaced with existing
quantum chemistry packages with desired computational
methods. The modeling starts by setting up a proper
computational model, i.e. define the extended molecular
systems. In most studies presented here, the extended molecule
consists of two triangular atomic clusters of three gold atoms
and the molecule. The inclusion of small gold clusters is
found to be adequate for modeling of IETS. The geometry,
electronic structure, and vibrational normal modes of model
system are calculated using one-particle approximation. The
hybrid density functional theory (DFT), B3LYP [48], together
with an effective core potential (ECP) basis set, LanL2DZ [49],
have often been used in our studies. We have found that
the electron transport properties of molecular junctions do not
strongly depend on the choice of functionals. We have so
far mainly used a Gaussian program for electronic structure
calculations [50]. With the QCME program we obtain the
coupling coefficients, transition matrix, I –V characteristics
and IETS spectrum.

3. Results

We will present here several examples to show different
aspects of IETS in molecular junctions and the importance of
theoretical modeling.

3.1. Temperature dependence

IETS has so far been measured experimentally at very low
temperatures. The change of temperature has drastic effects
on the IET processes. According to our formulation, one can
identify two major factors that are strongly associated with the
temperature: (1) the thermal population of vibrational states,
related to the Boltzmann distribution Pnν′′

a
= e−[
E/kB T ], and

(2) the Fermi distribution of electron, f (E) = 1
e[(E−Ef)/kB T ]+1

and

f (E) = 1
e[(E−Ef−eVD)/kB T ]+1

. Both show exponential dependence
on the temperature. In the case of Fermi distribution, the
energy difference E − Ef and E − Ef − eVD can easily
reach zero within the transport window. Hence, the Fermi
distribution induced temperature effects can be constantly
effective. The temperature effects on IETS caused by the
Boltzmann distribution of the vibrational population can only
be observed for vibrational modes with very small frequencies.

The temperature effect on IETS of an octane dithiol
molecular junction was investigated in our previous study [31],
where only the Fermi distribution was considered. Here we
used the same computational model for the extended molecule
Au3–S(CH2)8S–Au3 to include contributions from both the
Fermi distribution and the thermal population. The calculated
electron tunneling current (including both elastic and inelastic
parts) is illustrated as a function of applied bias in figure 3(B),
together with the corresponding experimental I –V curve of
Wang et al [14] in figure 3(A). It is noted that the shape of

5
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Figure 3. Current (on a log scale) of a gold–octane dithiol–gold junction as a function of voltage at different temperatures. (A) Experiments
from Wang et al [14]. (B) Calculated total electron tunneling current (including both elastic and inelastic contributions).

Figure 4. Temperature dependent IETS spectra of the octane dithiol junction from (A) experiment [14] and (B) calculations. The intensity is
in arbitrary units. A comparison between calculated spectra with (dashed line) and without (solid line) the factor of thermal population is
given in (C).

the calculated I –V curve agrees well with experiment, and all
show a very small temperature dependence.

On the other hand, the IETS spectra of the same system
show significant temperature dependence as revealed by both
experiments [14] and calculations [31]. In figure 4, the
experimental and newly calculated spectra are given for a
comparison. The agreement between the theory and the
experiment is quite good. Both show the same evolution
of spectral bands upon the increase of temperature. As
an example, in both cases, the peak for mode δ(CH2) at
185 mV disappears at 35 K, and the peak for mode γ (CH2)

at 155 mV becomes invisible at 50 K. It is noticed that
the vibrational features above 80 mV decay relatively faster
than those below 80 mV, which could be related to the
thermal population since it strongly affects the modes of
small frequencies. The calculated temperature dependent IETS
spectra with and without the factor of thermal population are
shown in figure 4(C). As expected, the temperature effects
are mostly introduced by the Fermi distribution. The thermal
population has noticeable effects on IETS spectra below
10 mV, and becomes stronger when the temperature increases.

The effect of thermal population destroys the one to one
correspondence between vibration frequency and IETS peak,
and thus complicates the spectral assignments of the IETS.
It has a more important, probably positive, implication for
computational models that are needed for modeling IETS
spectra. It is often argued that one should use as a big
gold cluster as possible to model molecular junctions. It is
also known that the use of large gold clusters will introduce
many vibrational modes with small frequencies, which either
come from the metal atoms or from the molecule–metal
bonding. In this energy region, thermal population will have
considerable effects which will smear out these vibrational
features completely and show a broad structure instead.
Reliable information about molecular junction can only be
extrapolated from the high frequency molecular features.

3.2. Spatial localization

In the energy space, the vibrational motions of a molecule
inside the junction are given by the spectral features in
an IETS spectrum. At a given energy, the motion of a
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Figure 5. Calculated IETS spatial maps for vibrational modes of the extended molecule Au3–OPE–NO2–Au3 with frequencies (A)
1246.1 cm−1, (B) 2230.7 cm−1 and (C) 3202.9 cm−1; and for vibrational modes of the extended molecule Au3–OPE–Au3 with frequencies
(D) 2227.8 cm−1 and (E) 3202.4 cm−1.

molecule that is associated with a particular vibrational mode
can be represented in a spatial distribution or an image.
Starting with an important experiment by Stipe et al [24],
IETS with scanning tunneling microscope (STM), IETS-STM
has become an established technique for probing the local
vibrational density [17–20]. In a recent joint experimental
and theoretical study on IETS-STM of the Gd@C82 molecule
adsorbed on a Ag surface, Grobis et al [20] found that the
inelastic signal could be spatially localized and detectable
only on certain parts of the Gd@C82 molecule. In principle
our theoretical approach is also capable of providing IETS-
STM images of molecular devices. Working with the site
representation, one can approximate the intensity of the
inelastic signal coupling to vibrational mode Qa at position �r
as the nuclear motion dependent part of the wavefunction:

∑
K

〈
∂K η

0 (�r)

∂ Qa
Qa

∣∣∣∣�(�r)

〉
.

We have presented the distributions of small major
vibrational modes appearing in IETS spectra of α,ω-
bis(thioacetyl)oligophenylenethynylene (OPE) and OPE–NO2

molecular junctions in figure 5. The image of the vibrational
mode at a frequency of 1246.5 cm−1 is shown to be mostly
localized on the N–O bond. Spatial maps of vibrational
modes at frequencies 2233.1 and 3202.5 cm−1 of OPE–NO2

demonstrate very different localization behavior. The same
vibrational modes for the pure OPE molecule are presented
in figures 5(D) and (E) for comparison. It can be seen that
the electron donor group NO2 makes a negligible contribution
to the images of these two vibrational modes. The strong
localization of vibrational modes in IETS spectra thus indicate
that one should be able to extrapolate pure molecular structure
information from the IETS measurements.

3.3. Spectral lines

A spectral line in the IETS spectrum is defined by three
parameters: vibrational frequency, scattering intensity and
linewidth. Our formulation allows us to provide an
accurate description for a spectral line within the harmonic
approximation. The best example is the IETS spectrum of an
octane dithiol (C8) molecular junction. The alkane chain is

Figure 6. (A) Calculated (solid line) and experimental [14] (dashed
line) IETS spectra of an octane dithiol (C8) molecular junction at a
working temperature of 4.2 K. Star marks show the background
signal in the experiment. (B) Calculated IETS spectrum of a benzene
dithiol molecular junction. The corresponding molecular junction
models are shown in the insets.

certainly not a good conductor but its stable structure has made
it an ideal system for calibrating the experiments of different
groups [51–54].

As shown in the inset of figure 6(A), the extended
molecule used in the calculations consists of two triangular
gold trimers chemically bonded with an octane dithiol (C8)
molecule through S–Au bonds. The calculated IETS spectrum
of the C8 junction is given in figure 6(A), together with the
experimental spectrum of Wang et al at a temperature of
4.2 K [14] for comparison. The agreement between theory
and experiment is remarkable. Almost all observed molecular
peaks in the experimental spectrum have been reproduced.
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A detailed spectral assignment can also be provided. For
instance, the spectral peak at 1065 cm−1 is induced by the
stretch of the C–C bond (ν(C–C)), and the peak at 1250 cm−1

should be ascribed to the out-of-plane wagging of CH2

(γ CH2), while the one at 1492 cm−1 comes from the scissor
motion of CH2 (δCH2). Both theoretical and experimental
results show that the intensity of the vibronic feature follows
the order: ν(C–C)(1065 cm−1) > γ (CH2)(1250 cm−1) >

δ(CH2)(1492 cm−1). Calculations have also been able to
reveal the structures that were smeared out by the Si3N4

substrate in the experiment [14]. Our computational scheme
also allows to calculate the spectral linewidth directly, which
is determined by the orbital characters and the molecule–
metal bonding. For example, the calculated full width at half
maximum (FWHM) for the spectral profile of mode ν(C–C) at
1065 cm−1 is found to be around 6.1 meV, to be compared with
the experimental result of 3.73 ± 0.98 meV [14].

The strong chemical bond between the molecule and
the electrodes has resulted in large lifetime broadening of
the spectral profile. When physical absorption occurs, the
linewidth caused by the lifetime of the conductive vibrational
state becomes too small to be detected. In this case, the
instrument broadening becomes a dominant factor, giving an
uniform width for all spectral lines. We have predicted the high
resolution IETS spectrum of a benzene dithiol–gold junction,
whose spectral linewidth is limited only by the natural lifetime
of each conductive state (see figure 6(B)). The IETS spectrum
of the benzene dithiol junction is quite different from that of
the octane dithiol junction, which proves yet again the point
that the IETS spectrum can be used for the identification of
molecules. It should be noted that our formulation does not
include effects of the environment, such as thermal baths and
substrates, and therefore fails to describe the negative spectral
lines observed in the experiments.

3.4. Molecular conformations

Identification of molecules inside the devices has been one of
the difficulties in the realization of molecular electronics. The
lack of proper experimental tools that could probe or visualize
single molecules in a junction has caused many doubts about
different experiments. To this end, IETS comes out as a perfect
solution since it is directly associated with the vibrations of
molecules inside the junctions and can thus be used to verify
the existence of molecules inside the junction and hopefully to
identify their structures.

A major problem that experimentalists have faced is the
lack of control of the molecular confirmation when forming
molecular junctions. Even with the same molecule, different
confirmations could be obtained. A good description of
confirmation dependent IETS should help experimentalists to
understand their experiments. For this purpose, theoretical
modeling can be essential and helpful. Here we demonstrate
how sensitive IETS spectra are to the conformation of the
molecule in question.

Again, we have chosen alkane chain molecular junctions
as the example. Calculations show that the confirmation of
molecule C8 remains planar when it is connected to two

Figure 7. Calculated IETS spectra of octane dithiol (C8) molecular
junctions for (A) the Tr1 configuration(red line), and (B) the Ch1
configuration (black line) at the working temperature of 4.2 K.

triangular gold trimers (Tr1 configuration), while it becomes
twisted if it is bonded to two gold chains (Ch1 configuration).
Such a conformational change has dramatic effects on the
appearance of IETS spectra. The calculated IETS spectra for
both Tr1 and Ch1 C8 junctions are illustrated in figure 7.
It is noted that from the Tr1 configuration to the Ch1
configuration, the highest IETS peak changes from the ν(C–C)

mode at 1065 cm−1 to the δ(CH2) mode at 3081 cm−1.
Furthermore, the intensity of the spectral features in the
Ch1 configuration follows the order δ(CH2) (3081 cm−1) >

ν(C–C)(1065 cm−1) > γ (CH2) (1387 cm−1), which is
completely different from that for the Tr1 configuration.

Another example is the undecane thiolate (C11, S(CH2)11

H) molecular junction, in which only one side is chemically
bonded to the gold electrode. We would like to show that
by comparing the experimental result [13] with calculated
spectra for a different conformation, one can determine the
actual molecular structure inside the junction. And without
the help of theoretical modeling, the usefulness of IETS is
rather limited. Three different extended molecular systems
have been taken into account: (1) C11 with gas phase geometry
trapped in triangular gold trimers (Tr1); (2) optimized Tr1
geometry (Tr2); and (3) optimized C11 in linear gold chains
(Ch1). The corresponding structures can be found in figure 8,
together with the calculated IETS spectra. It can be seen
clearly that the simulated spectra are very sensitive to the
conformational changes. The most noticeable change of the
geometry of C11 in different configurations is the bending
of the molecular backbone. It starts with a linear backbone
in the Tr1 configuration, becomes slightly bent in the Tr2
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Figure 8. Calculated IETS spectra of undecane thiolate (C11)
molecular junctions with (A) Tr1, (B) Tr2 and (C) Ch1
configurations at the working temperature of 4.2 K. The experimental
spectrum (dashed line) [13] is also given for comparison. The
extended molecular structures are also shown.

configuration, and strongly bend in the Ch1 configuration. The
bending of the molecular backbone leads to the enhancement
of the spectral peak at 382 mV, corresponding to the ν(CH2)

mode, and the depression of the remaining spectral features.
According to IETS theory [14], molecular vibrations with net
dipole moments perpendicular to the interface of the tunneling
junction have larger peak intensities than vibrations with net
dipole moments parallel to the interface. Thus, it is reasonable
that the IETS peaks that come from stretch modes of ν(C–C)

and ν(Au–S) are much stronger in spectra of Tr1 and Tr2
than that of Ch1 since the two perpendicular modes in Tr1
and Tr2 configuration are rotated in the bending geometry of
Ch1. In comparison with the corresponding experiment [13],
one can come to the conclusion that the actual molecular
structure in the experimental junction should be in between the
configurations of Tr2 and Ch1, and the molecular backbone
is definitely bent. It is noted that the experimental spectrum
was collected for a molecular monolayer whose linewidth is a
summation of a variety of molecular conformations inside the
junction.

3.5. Molecule–metal bonding

It is known that an electron’s tunneling ability could be heavily
affected by the bonding situation between the molecule and
metal electrodes. As indicated in equations (8) and (12) for

tunneling probability T , the coupling strength V between the
electrodes and molecules directly affects the magnitude of the
tunneling current and therefore decides the performance of
the molecular devices. However, the effect of this parameter
is embedded inside the current–voltage characteristics, and
it is impossible to extrapolate it from direct conductance
measurements. One can note that IETS is also dependent on
the electronic structure of the molecular junction around the
Fermi level. It should be sensitive to the coupling strength as
a result of interaction between frontier molecular orbitals. It is
thus possible to apply IETS to determine the coupling strength,
or the bond distance between the molecule and the electrodes.

We have calculated IETS spectra for two molecular
systems: α,ω-bis(thioacetyl)oligophenylenethynylene (OPE)
and α,ω-bis(thioacetyl)oligophenylenevinylene (OPV) sand-
wiched in gold electrodes. The corresponding extended
molecules are shown in figures 9 and 10, respectively. Both
molecules are linked to the electrode through the Au–S bonds.
A series of bond length (Au–S) dependent IETS spectra for
each systems has been calculated. For the case of OPE, the
IETS spectrum at the equilibrium marked with zero relative
energy and 25.26 Å junction width in figure 9 is used as the
reference. It can be seen that the experimental spectrum is
largely reproduced except for the features around 275 meV,
corresponding to the ν(C≡C) stretch mode. Based on the re-
sults for alkane chains, one might suggest that the relatively
small intensity of the stretch mode is a result of the strong
Au–S chemical bond. By loosening the bonding between the
molecule and the electrode, a better agreement between the the-
ory and the experiment indeed emerges. It is also found that
the spectral feature at 25 meV cannot be from the molecule it-
self, but the experimental background. By removing this back-
ground, the calculated spectrum for the junction with a width of
25.86 Å should be in very good agreement with the experiment.
It is also shown that the OPE molecule is loosely bonded to the
gold electrodes. The same observation holds for OPV molec-
ular junctions as the calculated bond length dependent IETS
spectra in figure 10 are shown. The best agreement between
theory and the experiment for OPV is obtained for the junc-
tion a width of 25.7 Å, about 1 Å wider than the equilibrium
distance.

3.6. Intermolecular interactions

When a junction is made from a molecular monolayer, the
intermolecular interaction could have considerable effects on
current–voltage characteristics. Experimental studies on the
temperature dependence of electron transport in self-assembled
monolayers (SAMs) have indicated that there is a difference in
conduction properties between just having a single molecule
bridging a junction and having many molecules interact in a
SAM [55–57]. It is difficult to control how many molecules
can be bonded to electrodes. Imagining a situation where the
source and drain electrodes are bonded to different molecules,
the tunneling electron injected to one of the molecules thus has
to be coupled to another through intermolecular interactions.
Based on the current–voltage characteristics alone, it is almost
impossible to determine how the molecules are interacting
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Figure 9. IETS for OPE due to changes in junction distance. Values in parenthesis indicate relative energy in kcal mol−1 (left) and junction
width in Å (right). The dashed (red) lines represent the experimental IET spectrum.

Figure 10. IETS for OPV due to changes in junction distance. Values in parenthesis indicate relative energy in kcal mol−1 (left) and junction
width in Å (right). The dashed (red) lines represent the experimental IET spectrum.

inside the junction. We have proposed the use of IETS to find
out the possible fingerprints of intermolecular interaction [34].
A molecular junction consisting of two benzene dithiol
(S(CH)6SH) molecules has been studied.

The IETS spectrum of a single benzene dithiol molecule
in a gold junction is also calculated for reference (see
figure 11(A)). In this case, one molecule is bonded with two
electrodes through Au–S bonds. It is noted that strong IETS
peaks seem to be related to the vibrational modes possessing
components perpendicular to the metal–molecule interfaces,

such as the peaks labeled with 1 and 4 in figure 11(A), while
the modes consisting of out-of-benzene plane motions make
small contributions to the IET signals. To examine the effect
of intermolecular interaction, we have constructed three model
systems, consisting of a pair of benzene dithiol molecules
with three different mutual orientations: side overlapping (SO),
partial overlapping (PO) and complete overlapping (CO). In
all three models, one molecule is chemically bonded to only
one electrode. The corresponding conformations and spectra
are shown in figures 11(B)–(D), respectively. In all cases, the
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Figure 11. Calculated IETS spectra for junctions consisting of (A) a single benzene dithiol; and a pair of benzene dithiolate molecules
separated by a distance of 3.6 Å in three different interacting modes: (B) side overlapping, (C) partial overlapping, and (D) complete
overlapping. Inset pictures represent conformations of extended molecules.

intermolecular distance between two benzene rings is set to
be 3.6 Å.

In comparison with the spectrum of a single molecule, the
interacting molecular pair leads to more spectral features. For
instance, the new peaks 2 and 3 in figure 11(B) are out-of-
plane wagging modes that are not presented in figure 11(A).
It is noted that going from SO to PO and CO configurations,
spectral peaks 2 and 3 become even stronger. This is
certainly related to the degree of overlap between two benzene
rings, which lead to stronger intermolecular interaction and
to enhanced performance of out-of-plane wagging modes.
There is another noticeable extra IETS peak, labeled as 5
in figures 11(B)–(D), appearing in the spectra of molecular
pairs. It comes from the S–H stretching mode, which is
absent in the single benzene dithiol system. Calculations
have also shown that if there is enough overlap with the S–
H stretching and the opposite contact, the characteristic S–
H stretching peak 5 will be strong. However, the absence
of the S–H stretching mode for the side overlapping system
shows that looking for this peak in the IETS spectra alone is
not enough to determine whether an experimental system has
successfully formed bonds at both ends or not. It is important
to take into account the change in the overall spectral profile

with respect to different intermolecular interactions, for which
accurate theoretical modeling is always needed.

4. Conclusions

In recent years, one has witnessed a rise in the use of IETS due
to the fact that it might be the only experimental technique that
is able to provide information about single molecules inside
molecular junctions. The complicated spectral features could
sometimes be understood by certain propensity rules [26].
However, as demonstrated in this work, the IETS spectrum is
very sensitive to small conformational changes, intermolecular
interaction and the molecule–metal bond length. It is thus
essential to have the assistance of theoretical modeling. Our
recently developed quantum chemical approach could be a
useful theoretical tool to go hand-in-hand with experiments.
It has been able to reproduce many experimental spectra
with good accuracy, and to relate the spectral changes to
microscopic properties of molecules inside the junctions. The
current formulation of our approach has also provided a good
platform for future development, for instance the inclusion of
electron resonances, charging effects and dynamics.
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